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Abstract—Silicon photodiode-based CMOS sensors with
backside-illumination for 300–1100 nm wavelength range
were studied. We showed that a single hole in the photodiode
increases the optical efficiency of the pixel. In near-infrared
wavelengths, the enhancement allows 70% absorption in
a 3 µm thick Si. It is 4× better than that for the flat pixel.
We compared different shapes and sizes of single hole and
hole arrays. We have shown that a certain size and shape
in single hole-based pixels contribute to stronger enhance-
ment of optical efficiencies. The crosstalk was successfully
reduced by employing trenches between pixels. We optimized
the dimensions of the trenches to achieve minimal pixel
separation for 1.12 µm pixels.

Index Terms— CMOS image sensors, photon-trapping, high-efficiency sensors.

I. INTRODUCTION

THE interests in the complementary metal-oxide-
semiconductor (CMOS) image sensors are increasing due

to the growing demand for mobile imaging, digital cameras,
surveillance, monitoring, and biometrics. Image sensors have
been adopted in a significant number of products [1]–[3] and
have a multitude of applications. One such application is
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night-time surveillance and monitoring, which demand high
sensitivity as well as improved resolution in the near-infrared
wavelength spectrum. Several manufacturing companies are
competing with each other to bring a higher resolution imager
to the market. This constant drive to increase the pixel density
has resulted in a 2.5-fold reduction in the pixel pitch from
2.2 µm (Micron-2006) to even 0.8 µm (Sony-2019) over
the past decade [4]. The trade-off for such improvement
came in the form of loss in optical sensitivity due to the
reduction of the absorption area. This can be resolved
by using a thicker absorbing layer. However, the thicker
absorber layer reduces the speed of operation, thus affecting
the bandwidth of the imager. To mitigate this trade-off
between resolution-efficiency-speed, we investigate the use
of microholes enhancing the optical efficiency of the imagers
in the near-infrared wavelength region [5], [6]. We observe
an enhanced optical efficiency in the near-infrared spectrum
compared to the same structure without the microholes.
In general, CMOS image sensors can have pixel sizes
of 2 µm × 2 µm or even smaller dimensions [7]. CMOS
sensors having such small pixel sizes contribute to a major
challenge in suppressing the parasitic charge exchanges
between neighboring pixels (crosstalk). Although the
insertion of microhole arrays increases the crosstalk between
pixels, it was reduced using the deep trench isolation (DTI)
[8], [9].
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We are considering a stacked structure similar to the one
reported by Sony that exhibited low noise [10], were back-side
illuminated and layered over a chip where signal processing
circuits are formed. One advantage of this configuration is that
large-scale circuits can be mounted on a relatively small chip.
Since each section is formed on a separate chip, specialized
manufacturing processes can be used to produce high perfor-
mance imaging sensors and a state-of-the-art circuit section,
enabling higher resolution, multi functionality, and a compact
size. Besides chip size, the stacking technology improves dark
characteristics, such as noise and white pixels, by optimizing
the sensor process independently.

Two different methods are implemented for near-infrared
imaging: (i) application of a separate near-infrared filter,
based on plasmonic techniques [11], or gratings [12]; and (ii)
standard low-cost pigment filters [13] that are transparent in
near-infrared wavelengths. Infrared images are reconstructed
based on the techniques discussed in Ref. [14]. To increase the
quantum efficiency, the surface of the pixels is etched with an
array of small inverted pyramids with dimensions in the range
of 400 nm [3]. We model a Bayer array with a commonly
used color filter array [15].

We discuss the different approaches to increase the optical
efficiency in infrared wavelengths. It was shown [5] that the
microholes arrays can drastically increase the optical efficiency
of Si in 800-1000 nm wavelength range. Here, we propose to
use a single hole per diode. The hole size is in the range
of 800-1000 nm. We simulated CMOS image sensors with
different hole shapes, such as a pyramid, cylindrical, and
funnel shapes [6], and we compared the optical efficiency and
the crosstalk for each shape. The deep trench structure [8], [9]
with Si-SiO2 interface is used as a barrier against electron
diffusion. This also helps in confining light within the pixels
by acting as a reflector between pixels. We simulated 1.12 µm
wide and 3 µm deep pixels with trenches of 0 to 250 nm width
and 0 to 2.9 µm depth. Our simulations show that a single
funnel hole in a device provides better efficiency compared
to an array. A funnel-shaped hole with a size comparable to
the wavelength converts propagation direction of light into
lateral, and provides better light trapping effect and reduces
the reflection, as was shown in Ref [16]–[18] that implemented
this technique for high-speed Si photodetectors. The same
shape single holes were used for the simulations. We used
the Lumerical FDTD software and the methodology of the
simulation that was described in [1] to calculate the absorption
in each pixel. The single funnel hole enhanced the absorption
by more than 60% at 850 nm and 940 nm wavelength for
pixel of 1.12 × 1.12 µm lateral dimension and 3 µm depth.
This is two times thinner than the devices reported in [1] and
significantly exceeds the results reported in [2], [3] for inverted
pyramids arrays.

II. OPTICAL SIMULATION METHODOLOGY

It was demonstrated in Ref. [5] that the microstructure
morph, the surface illuminating light into lateral directions
parallel to the plane of the surface where it is absorbed
while the generated electro-hole pairs are collected through the
intrinsic Si layer. An effective light trapping can be observed

Fig. 1. Schematic diagram of CMOS image pixels: a) view of the pixel
with micro lenses, color filters, and trenches; b) Bayer filter array c) planar
pixel with color filters d) pixels with inverted pyramids array; e) pixel with
a single inverted pyramid, and d) pixel with single funnel holes.

in a slab of Si, if there are modes that stay in the slab with
the wave vector almost parallel to the interface. The modes
can be guided resonance modes that stay in the structure until
they are absorbed. Alternatively, they could be leaky modes
that could be useful if they are absorbed before they leak
out. If some of these modes correspond to slow light, they
contribute to increased absorption in Si. Successful conversion
of an initial incident vertical plane waves to an ensemble of
lateral collective modes can be realized in a 2D periodic array
of holes.

We used a Finite Difference Time Domain (FDTD) [19]
Lumerical tool [20] to solve Maxwell’s curl equations for
the unit cell of Bayer array (Fig. 1), where Bloch boundary
conditions around the cell and Perfectly Matched Layer (PML)
in the direction normal to the surface were considered. First,
we found that a single hole can couple light into the parallel-
to-the-interface modes. Next, we analyzed the array of the
holes and coupling of the parallel to the interface modes
into the guided resonant modes or into the leaky modes and
theoretically calculate the increase in absorption. The hole
parameter optimization was done based on the theoretical
calculation.

CMOS image sensor model includes lenses, red, green, and
blue filters with a thickness of 900 nm, antireflection coating,
and a 3 µm thick Si on a SOI substrate. A micro-lens with a
radius and thickness of 1 µm and 500 nm was also assumed
on the top of each sensor. Additionally, different shapes and
sizes of holes were considered as photon-trapping structures to
enhance the absorption efficiency or optical efficiency of the
sensors, where trenches filled with silicon oxide were assumed.
Herein, we compared several designs: flat pixel with no surface
photon-trapping structure (Fig.1c), an array of holes with 400
× 400 nm inverted pyramids [3] (Fig.1d), pixel with a single
inverted pyramid of 900 × 900 nm (Fig1.e), a funnel hole
with a diameter of 900 nm and an angle of 60 degree wall
that merges with 800 nm diameter and 2 µm deep cylindrical
hole (Fig. 1f), and a cylindrical hole with a diameter and
depth of 800 nm and 2 µm, respectively. A plane wave source
was considered with normal incidence to the surface for the
wavelengths ranging between 300 and 1100 nm.
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Fig. 2. Simulated transmittance after filters (dashed lines) and optical
efficiency (OE) of a flat pixel without DTI (solid lines).

The Poynting vector (P) was measured around the cells. For
a given current J in the pixel and electric field, E , the energy
absorbed in volume V is calculated by applying the divergence
theorem for stable state as below:∫

V

1

2
Re

(
E · J ∗) · dv =

∫

V

1

2
∇ · Re

(
E × H ∗) · dv

= −
∮

S

1

2

[
Re

(
E × H ∗) · �n]

ds (1)

where, S is the surface that surrounds the volume V and �n
is the unit vector normal to the surface S. Thus, to calculate
the optical absorption in each pixel power, we integrate the
Poynting vector normal to the surface over the surface of the
depletion region of the pixel. The results present the difference

between the real parts of the Poynting flux entering the
volume at the surface between the filters and the pixel (Pin =
Re (E × H ∗)), and the Poynting flux leaving the pixel (Pout ),
that are simulated with FDTD method.

The optical efficiency is calculated as following:
O E = Pin − Pout

Pinc
(2)

where, Pinc is the Poynting vector of the incident light
calculated above the lenses and filters. In this study, it is
assumed that the quantum efficiency is proportional to the
optical efficiency [21]. It should be noted that the calculated
optical efficiencies are not normalized. The filter’s spectrum
is determined by the real and imaginary parts of the refractive
index n and k (table in the appendix). They were recalculated
from the transmission for the pigment filters of 900 nm
thickness as reported in Ref. [13]. The transmission profile of
flat (no photon-trapping structure on the surface) and photon-
trapping device is shown in Fig. 2. Such flat devices are
studied here as a reference. Compared to the flat device (solid
lines, Fig. 2), the devices with microhole structures (Fig. 3)
exhibit higher transmission. The maximum possible optical
efficiency for the blue, red, and green filters are determined by
the filter transmission (FT) (Fig. 2, dashed lines) to be approx.
FTblue = 80% at 440 nm, FTgreen = 80% at 550 nm, and
FTred = 85% at 650 nm, whereas the filters are almost trans-
parent in the near-infrared. However, the absorption efficiency
of Si is very weak in the near-infrared, where light trapping
strategies are required to enhance the absorption by optical

Fig. 3. Calculated optical efficiency (OE) with (solid) and without
(dashed) trenches for (a) inverted pyramids array, (b) single cylindrical
holes, (c) single inverted pyramid, and (d) single funnel shaped hole.

light trapping, bending, or slowing down the light. In this
case, nano/micro holes are used to improve the absorption
efficiency (Fig. 3).

III. RESULTS AND DISCUSSION

In the first part of the manuscript, finite difference time
domain optical simulations were performed for the flat sensors.
The simulated optical efficiency and transmittance after color
filters (red, green, and blue) of the flat pixels are presented
in Fig. 2. Dashed curves show the transmittance after the
filters and the solid curves exhibit the optical efficiency in
the pixels under the filter with the corresponding color. For
this case, there is relatively low crosstalk for vertical illumi-
nation. As expected for silicon-based photodiodes, the optical
efficiency in the infrared wavelengths is much lower than the
optical efficiency for the visible wavelengths of blue, red, and
green spectrum. The inherent indirect bandgap property of
crystal silicon also leads to a high crosstalk in the infrared
wavelength spectrum, resulting into high color error and poor
color separation between blue-green and green-red [21].
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However, the introduction of array of small inverted pyra-
mids on the surface of an optical sensor can increase the
optical efficiency as well as the crosstalk in the infrared
wavelengths [8]. In this study, the influence of integrating such
photon-trapping structures was investigated on the optical effi-
ciency, while nano/microhole structures and their dimensions
were varied. The investigated photon-trapping holey structures
are: (a) inverted pyramids of 400 × 400 nm array [3], (b)
cylindrical, (c) single inverted pyramid of 400×400 nm array,
and (d) funnel shape. Furthermore, deep trench isolation was
used between pixels to reduce the crosstalk. Silicon image
sensors integrated with all the nanohole photon-trapping struc-
tures mentioned above were simulated for optical efficiency
as presented in Fig. 3. Fig. 3 compares the simulated optical
efficiency of the inverted pyramids of 400 × 400 nm array IR
sensitivity enhancement of CMOS Image Sensor with diffrac-
tive light trapping pixels [3](a), cylindrical (b), single inverted
pyramid of 900×900 nm (c), and funnel-shaped hole (d). The
solid lines represent the pixel with trenches of 250 nm width
and 2.5 µm deep, whereas the dashed lines show the pixels
without trenches. While the hole arrays increase the optical
efficiency up to about 40% at the near-infrared wavelengths,
a single inverted pyramid hole of 900 × 900 nm can increase
the optical efficiency to more than 60% at 850 nm wave-
length. Moreover, an optimized single funnel-shaped holey
photon-trapping structure can exhibit an optical efficiency
up to 70%. The optical efficiencies of such image sensors
calculated for a longer wavelength of 940 nm with encouraging
results are also tabulated in Table I. For the wavelengths longer
than 1.0 µm, the optical efficiency of the simulated image
sensors sharply reduces and subsequently approaches to zero
at 1.1 µm. Inverted pyramid and funnel shapes exhibit smaller
reflection due to an effect that is similar to the Lambertian
reflector. It helps trapping light in Si and better bending of the
normal incident light into lateral modes, as was numerically
and experimentally shown in [6]. While a guided resonant
mode can be completely absorbed, high absorption can still be
achieved with leaky modes that can propagate in the device
long enough to be mostly absorbed. All the microstructures
increased the absorption in the pixels for blue, green, and
red with higher enhancement in the green and red wavelength
spectrum.

Despite enhancing the optical efficiency, the integration of
holes in the devices can increase the crosstalk between pixels.
As mentioned, the crosstalk in the visible region is smaller than
the near-infrared owing to the inherent material properties of
the crystalline silicon. Hence, the color separation in the blue
and green region is better than the red, expecting to be obtained
a better color separation and low color error there [21].
However, the crosstalk can effectively be reduced by the
implementation of trenches without any decrease in the optical
efficiency. Table I shows the crosstalk index of pixel which
is a ratio between the intensity of that pixel to the intensity
from the side pixel. Hence, the calculated higher crosstalk
index indicates a better crosstalk value or lower crosstalk.
The crosstalk was calculated for a pair of colors as tabulated
on the pixel color column, where the intensity impact of one
color pixel is calculated for the intensity from the another

TABLE I
CROSSTALK INDEX (INTENSITY OF PIXEL/INTENSITY FROM SIDE

PIXEL) OF THE SIMULATED IMAGE SENSORS INTEGRATED WITH

PHOTON-TRAPPING HOLES WITH INVERTED PYRAMIDS ARRAY,
SINGLE CYLINDRICAL PYRAMID, SINGLE CYLINDRICAL HOLE,

AND SINGLE FUNNEL HOLE, WHERE A FLAT PIXEL IS
SIMULATED AS A REFERENCE. HIGHER CROSSTALK

INDEX INDICATES LOWER CROSSTALK

color pixel. On other words, crosstalk index of red-green
pair indicates the intensity color pixel of red color for the
intensity from the green pixel. Table I represents crosstalk
index with and without trenches for all the shapes studied,
while the crosstalk index presented for the flat pixels is used
as a reference. The flat pixels exhibit a very high crosstalk in
red-green, green-blue, and blue-green, pronouncing crosstalk
index of 4, 7.5, 2.97, respectively. However, the crosstalk was
distinctly improved by introducing trenches between pixels as
tabulated in Table I. The trenches could be further optimized
to provide the smallest crosstalk by varying their depths and
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Fig. 4. Optimization of DTI (a) width and (b) depth in the CMOS image
sensor. The influence of DTI width and depth was investigated in optical
efficiency by varying them from 0 nm to 250 nm and 0 nm to 2900 nm,
respectively.

thicknesses. In this study, the depth and width are the two
degree of freedoms in the design of deep trench isolation for
the optimization.

In the following, the influence of DTI width and the depth
is studied on the optical efficiency and the crosstalk mainly
in the near-infrared wavelengths as demonstrated in Fig. 4.
In this case, a single funnel-shaped and tapered hole per pixel
with a size comparable to the wavelength is used to maximize
the optical efficiency of such image sensors. First, the width
of the trench is varied ranging from 0 nm to 250 nm. The
simulated CMOS image sensor exhibits a reduced crosstalk
by increasing the width of the trench as shown in Fig. 4(a).
In the next step, the depth of the trench is also varied from
0 nm to 2900 nm for the optical efficiency of the sensors
as depicted in Fig. 4(b), suggesting that the crosstalk can be
decreased with the increase of the trench depth. However, such
image sensor can be optimized with a reasonable crosstalk
for the trench depth and width of 2500 nm and 150 nm,
respectively. The crosstalk for a blue pixel from a red pixel
is defined as a ratio between the response of the blue pixel
near the 440 nm wavelength in the range +/− 10 nm to
the response of the red pixel for the same wavelength range.
In the case of near-infrared wavelengths, there will be an
equal response from all three pixels and will be represented
as a grayscale picture. The simulations show that while the
crosstalk decreased, the optical efficiency is increased for all
the colors due to the use of single holes with trenches.

Single microhole per pixel image sensors studied here with
enhanced absorption efficiency in the near infrared can be
fabricated by standard CMOS compatible processes. We fab-
ricated several photon trapping photodetectors integrated with

TABLE II
FILTERS PARAMETERS [10], [11]

microhole structures, including funnel-shaped, cylindrical, and
inverted pyramid using wet or dry etching [5]. So far, we have
not fabricated an actual CMOS image sensor with such micro-
hole structures per-pixel. However, Sony used anisotropic wet
etching on 100 silicon to form inverted pyramid arrays [2],
and Samsung utilized dry etched shallow trenches (backside
scatter technology) to fabricate image sensors [1]. In this case,
we can either wet etch a large single inverted pyramid or dry
etch a cylindrical or funnel hole [5]. The single holes can be
filled with SiO2 and planarized for subsequent processing.

IV. CONCLUSION

We presented silicon CMOS sensors with backside-
illumination designed using 3 µm thick silicon and with
1.12 µm × 1.12 µm pixel size in RGB. Optical simulations
were conducted using FDTD methods. We have shown that
a single hole with a size of about 900 nm increases the
optical efficiency of the image sensors for all the colors and
in near-infrared wavelengths. In the near-infrared wavelengths,
the optical efficiency of the sensors could be as high as
70% by implementing such optimized holey photon-trapping
microstructure. Our simulation shows that the lateral modes
are responsible for the enhanced absorption. The hole shapes
were investigated and optimized based on the modal analysis.
We have shown that funnel and tapered holes with a size
comparable with the wavelength exhibit the highest optical
efficiency. The crosstalk increased due to the use of holes, but
it was reduced back to normal level with the implementation
of trenches between individual pixels. We optimized trenches
with 150 nm width and 2.5 µm depth for minimum crosstalk.

APPENDIX

The complex optical constants (n+ik) of color filters, where
the real part of the optical constants is called refractive index
(n) and imaginary part is called extinction coefficient (k), was
used in the optical simulation of the image sensors. The data
was taken from [10], [11]. Table II represents the parameters
of the filters which were used in the simulations.
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